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Abstract 
Posture examination is an imperative component of 

computer vision, fundamental for understanding human 

development and interaction over different areas counting 

sports analytics, healthcare, and human-computer 

interaction. This extend presents a novel Posture analyses 

leveraging Google's Media Pipe and its Holistic library to 

improve posture estimation precision and effectiveness. 

By coordination progressed deep learning models, our 

framework precisely distinguishes and tracks body, face, 

and hand landmarks in real-time. Comprehensive 

assessments illustrate uncommon precision, processing 

speed, and robustness under challenging conditions. The 

results validate the system's adequacy for different 

applications, contributing significantly to the 
advancement of posture examination innovation.  

Keywords: Posture Estimation, Human, Computer 

Vision, Deep Learning.  

1. Introduction  

Posture analysis is a fundamental aspect of 

computer vision that deciphers human development 

and interactions, with wide applications in sports 

analytics, healthcare, human-computer interaction, 

and more. This paper presents a novel Posture 

analysis, utilizing the capabilities of Google's Media 

Pipe and its Holistic library, to enhance the accuracy 

and productivity of posture estimation. By 

integrating advanced deep learning models, this 

system aims to accurately detect and track key body 

landmarks in real-time, offering significant bits of 

knowledge into human movement patterns. 

Background  

The field of posture investigation, also known as 

human pose estimation or skeletal following, 

includes recognizing and finding key anatomical 

landmarks on the human body from pictures or 

recordings. This strategy gives a skeletal 

representation that permits for comprehensive 

examination of human postures, movements, and 

gestures. Leveraging deep learning models and 

computer vision strategies, modern posture 

investigation frameworks systems can handle 

different scenarios and challenging conditions, such 

as occlusions and varying lighting. 

 

Google's Media Pipe and Holistic libraries are at the 

cutting edges of this technology, providing pre-

trained models and processing pipelines that offer 

high accuracy and computational efficiency. These 

tools are essential for real-time applications, where 

prompt and precise pose estimation is critical. The 

integration of these libraries into the Pose analysis 

system aims to advance the capabilities of posture 

analysis, making it more robust, efficient, and 

accessible for various applications. 

 

Purpose 

The primary objective of this dissertation is to 

develop a robust and efficient human posture 

analysis system capable of detecting and tracking 

body postures and movements from diverse input 

sources, including images, live camera feeds, and 

video files. By leveraging Google's Media Pipe and 

Holistic libraries, the system aims to accurately map 

key body landmarks, such as joints and facial 

features, enabling precise posture estimation and 

analysis. The system is designed to support a wide 

range of applications, from human activity 

recognition and fitness tracking to safety monitoring 

and human-computer interaction. 

Specific Objectives: 
 

1. Image Posture Estimation: Processing 

static images to detect and visualize human 

posture. 

2. Real-Time Camera Posture Tracking: 

Analysing live video streams for 

continuous posture tracking. 

3. Video Posture Analysis: Analysing pre-

recorded video files for applications like 

sports analytics and surveillance. 
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4. Integrated Posture Understanding: 

Combining face, hand, and body posture 

detection for a holistic analysis. 

5. Efficient and Lightweight Models: Using 

efficient neural network architectures for 

real-time performance on various devices. 

6. Robust Performance: Ensuring accuracy 

under challenging conditions using 

advanced techniques. 

7. Cross-Platform Compatibility: 

Developing a system that runs on multiple 

platforms. 

8. User-Friendly Interface: Creating an 

intuitive interface for easy interaction. 

9. Extensibility and Integration: Designing 

for future integration with additional 

modalities and custom applications. 

2. Posture Analyser   
 

2.1 Definition and Explanation  
 

The Human Posture Analyzer is a system designed 

to analysis human posture using Google's Media 

Pipe framework and deep learning models. It 

tracks key points on the human body, including 

body, face, and hand landmarks, to provide 

insights into human movement patterns in real-

time. 

 

2.2 Advantages  

 

 Accuracy: Utilizes pre-trained models 

from Media Pipe, which ensures high 

accuracy in identifying key body points 

with minimal error. 

 Efficiency: Achieves superior 

computational efficiency, making it 

suitable for real-time applications. 

 Versatility: Robust performance across 

various scenarios and conditions, including 

different lighting and background clutter. 

 Applicability: Suitable for a wide range of 

applications such as sports analytics, 

healthcare, and human-computer 

interaction. 

2.3 Limitations  
 

Complex Scenarios: Performance may degrade in 

extremely challenging conditions, such as severe 

occlusions or very poor lighting. 

Dependence on Pre-trained Models: The system 

heavily relies on the quality and comprehensiveness 

of the pre-trained models provided by Media Pipe.  

 

3. Flowchart   
  

3.1 Flowchart for Posture Analyser   

-Start Pose Estimation: The handle starts with the 

estimation of the starting Pose (position and 

introduction) of the question or sensor. 

-Import LIDAR information and show information: 

The calculation requires bringing in the LIDAR 

information (point cloud) and any accessible 

demonstrate information. 

-A-priori Pose appraise accessible? The calculation 

checks if a beginning (a-priori) Pose appraise is 

accessible from a past cycle or an outside source 

-Posture introductory figure: If an a-priori Pose 

assess is accessible, it is utilized as the starting 

figure. Something else, the calculation employments 

a predefined starting figure (e.g., character change). 

-Create point correspondence between point clouds: 

Utilizing the beginning Pose figure, the calculation 

sets up correspondences between focuses in the 

two-point clouds. 

-Iterative Closest Point (ICP): This is the centre of 

the calculation, which iteratively refines the Pose 

gauge by minimizing the separate between 

comparing focuses in the two-point clouds. 

-Matched Sets: The ICP handle creates a set of 

coordinated point sets between the two-point 

clouds. 

-Run estimation calculation arrangement for relative 

turn and interpretation: Utilizing the coordinated 

point sets, an optimization calculation (e.g., slightest 

squares) is utilized to gauge the relative revolution 

and interpretation that best adjusts the two-point 

clouds. 

-Rotate and interpret chosen point cloud: The 

assessed turn and interpretation are connected to 

one of the point clouds (more often than not the 

information point cloud) to adjust it with the other 

(as a rule the show point cloud). 



International Journal of Engineering, Management, Humanities and Social Sciences Paradigms (IJEMHS)  

Volume 36, Issue 02 and Publication Date: 24th June, 2024  

An Indexed, Referred and Peer Reviewed Journal  

ISSN (Online): 2347-601X  

www.ijemhs.com 

 

 

IJEMHS  

www.ijemhs.com 

7 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Flowchart for Posture Analyser 
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-Reprobate craved point cloud with current Pose 

appraise: The adjusted point cloud is pivoted back 

utilizing the current Pose gauge to plan for another 

cycle. 

-Posture has been assessed: If the residuals 

(contrasts between comparing focuses) are inside a 

worthy resilience, the Pose estimation is considered 

total, and the calculation ends. 

-Solve for residuals between pivoted information 

and stationary point cloud: If the residuals are not 

inside the craved resilience, the calculation 

calculates the contrasts between the turned 

information point cloud and the stationary point 

cloud (ordinarily the show). 

-Are the residuals inside resilience? The calculation 

checks if the residuals are inside an worthy 

resilience level. If not, it goes back to step 6 (ICP) 

and rehashes the prepare with the overhauled Pose 

estimate. 

4. Implementation Considerations  
  

4.1 Hardware Requirements  

Laptop: Dell Inspiron 15 3000 

 Processor: Intel Core i5 (or higher) 

 RAM: 8 GB (minimum), 16 GB 

(recommended) 

 Graphics: Integrated Intel UHD Graphics 

(minimum), NVIDIA GeForce 

(recommended) 

 Storage: 256 GB SSD (minimum) 

 Operating System  

 

4.2 Software Requirements  

1. Operating System: 

o Windows 10 or later 

o Linux (optional  

2. Python: 

o Python 3.7 or higher 

3. Python Libraries: 

o Media Pipe: 

o OpenCV 

o NumPy 

o Matplotlib 

o PIL (Pillow) 

4. Development Environment: 

o Jupyter Notebook or Jupyter Lab 

o Google Colab (optional): 

5. Additional Tools: 

o IPython. display 

o Google Colab patches  

4.3 Training and User Adaptation  

 
Training involves fine-tuning the pre-trained 

models to better suit specific applications if 

needed. Users need basic knowledge of 

Python and familiarity with libraries like 

Media Pipe, NumPy, and OpenCV. Training 

sessions or detailed documentation can help 

users adapt to the system efficiently.  

 

5. Case Studies  
 
-Sports Analytics: Used to analyse athletes' 

movements to enhance performance. 

-Healthcare: Monitors patients' postures to provide 

insights into physical therapy progress. 

-Interactive Gaming and Virtual Reality: Enables 

real-time posture tracking to enhance user 

experience.  

 

6. Challenges and Future Directions  

Challenges: 

 Handling extreme variations in human 

postures and complex backgrounds. 

 Maintaining real-time performance under 

all conditions. 

Future Directions: 

 Enhancing model robustness to handle 

more extreme scenarios. 

 Expanding the application to more domains 

such as advanced robotics and autonomous 

driving. 

 Integrating more advanced AI techniques 

to improve the accuracy and efficiency 

further. 

 

7. Conclusion  
 

The Human Posture Analyzer marks a significant 

advancement in posture analysis technology, 

leveraging deep learning models and the Media Pipe 

framework to provide accurate and efficient posture 

tracking. It is suitable for various applications, from 

sports analytics to healthcare. Future developments 
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will focus on improving robustness and expanding 

applicability. 
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